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Abstract—Compressed Sensing (CS) has been successfully .- ) J
applied to the problem of single-snapshot Direction of Arrival o5 i

(DOA) estimation. It is well known to be inconsistent when
the true sources are close. The purpose of this work is to
decrease the gap between CS applicable range and theoretica
estimation bounds in high SNR regime. We show that the linear
model of observation can be equivalently represented in a gher
dimensional space, where there is a possibility to achieveetier ) ) ) )
properties of the array manifold from CS point of view. We shav ~ Fig- 1. _ Result of applying Noisy LASSO to the Embedded modéhw
the superior properties of this method by simulation. A =1. The parameters are given in the text.
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I. INTRODUCTION AND MATHEMATICAL MODELING . . .
thatA = (A’—pQ~!q)R with a diagonaR . for an equivalent

Let us assume the following noiseless model of Directiomodel and the coherengecan be obtained by
of Arrival (DOA) estimation [1] :x = As wherex € C™ is o .
the observed vector ande CV is an unknown sparse vector. ;; = max [(ax + axp) (2 + aip) + giai] A3)
Moreover, the dictionary matriA = [a; a, ... ay] consists K20/ Nlak + akpll5 + laliv/llak + apll3 + [alf
of a number of samples of the array manifold. An estimate €y an arbitrary choice op and q = (41, G2, - -, qn]. Ac-

s can be found by solving the LASSO optimization cordingly, we propose to minimizg in (3) to select the best
1 ) equivalent embedding. Finally the diagonal elementsf R
min §HX — As|l3 + Als|la (1) can be found by, = ||a; + ¢;p||2, where more details are
) postponed to the final version. Once the embedding in (2b)
where |s||; denotes the sum of absolute entriessodnd A g gptained from the above, the estimate sbfis found by
controls the sparsity level of the estimate. When there is QBiving LASSO with a proper choice of. As s ands’ has

observation noise, the LASSO solution far— 0 coinCides he same support, the DOA estimates are directly found from
with the true one, provided that the dictionary satisfies o support of/.

the so called Restricted Isometry Property (RIP) condjgipn

However,A practically violates RIP and LASSO is generally Il. RESULTS AND CONCLUSION

inconsistent for close sources [3]. In this case, a desiredFigure 1 shows the amplitudes of the estimates for an
solution order can be obtained by adjustigvhich normally adjusted value of\ in an extremely difficult case of finding

leads to highly biased estimates. directions of two sources by a half-wavelength uniformdine
To cope with inconsistency, note that the linear model aboseray with m = 4 sensors andV = 100 grid points. The
defines a linear subspace of the set of all p&irx). This sources are located at electrical angle@n/m — 7/m)],
subspace can be embedded in a higher dimensional spaceselparated with completely destructive waveform vallies 1]
particular, consider the models of the type respectively. The figure shows that in this worst case the em-
A/ , bedded LASSO provides less bias. In another experiment we
( ﬁ ) = ( p ) ( Z ) , (2a) compute the average bias by zero-mean unit-variance Gaussi
Iq Q sources fixing all parameters to their previousely mentione
s’ = Rs. (2b)  value. A Monte Carlo simulation reveals that the average bia

theﬂecreases from 0.0900 to 0.007 in terms of electrical angle.
gH)wever, it is expected that a higher dimensional embedding
1provides a completely consistent estimate.

If (2a) and (2b) are equivalent to the original model,

the estimation can be performed by solving (2a) and th

using (2b) to find the solution of the original problem. |
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